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Abstract Iron deficiency anemia (IDA) is the most common
nutritional deficiency worldwide. Measuring serum iron is
time consuming, expensive and not available in most
hospitals. In this study, based on four accessible laboratory
data (MCV, MCH, MCHC, Hb/RBC), we developed an
artificial neural network (ANN) and an adaptive neuro-fuzzy
inference system (ANFIS) to diagnose the IDA and to predict
serum iron level. Our results represent that the neural network
analysis is superior to ANFIS and logistic regression models
in diagnosing IDA. Moreover, the results show that the ANN
is likely to provide an accurate test for predicting serum iron
levels with high accuracy and acceptable precision.
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Introduction

Iron deficiency (ID) is a common disorder, affecting more
than 1 billion people worldwide [1]. It may reduce work
capacity in adults [2] and reduce mental development in
children [3]. Clinically, the main problem is to diagnose true
iron deficiency from other causes of iron-deficient erythro-
poiesis, such as the anemia of chronic disease [4]. Therefore,
it is important to assess the blood iron level in patients who
are suspected of anemia. The simplest methods available
for assessing body iron concentrations are biochemical
measurements of the serum iron concentration, transferrin
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saturation, and ferritin concentration [5], which are expen-
sive for the patient, time consuming and not reachable in
every place or hospital. Therefore, presenting an accurate,
simple, and inexpensive method for diagnosing the ID and
measuring the iron serum can be truly helpful.

In this research, we developed an artificial neural network
(ANN), based entirely on routine laboratory data, in order to
anticipate the serum iron level with an acceptable precision.

ANN is a mathematical method for analyzing nonlinear
functions [6]. The capabilities and advantages of ANNs are
due to their special features including adaptive and parallel
processing [7]. Each neuron in ANN receives inputs either
from other neurons or from an external stimulus. The
weighted sum of these inputs passes through an optional
function and the resulted argument is applied to an activation
function that finally yields the output of the neurons.

The proposed neuro-fuzzy model in ANFIS (Adaptive
Neuro-Fuzzy Inference System) is a multilayer neural
network-based fuzzy system with five layers. In this
connectionist structure, the input and output nodes repre-
sent the descriptors and the response, respectively. In the
hidden layers, there are nodes functioning as membership
functions (MFs) and rules.

The ANFIS and ANN models are generated in this
research to determine which model is better for diagnosing
Iron Deficiency Anemia (IDA) outcomes.

Materials and methods
Patient selection

The study was conducted on patients at Tehran Shariati
hospital in 2010. The total number of patients enrolled in
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this study was 203 (92 males; 111 females; mean age: 55.8+
17.78 years old). Based on examination and history, cases
with hemorrhage and hemodialysis patients were excluded
from this study. Patients’ blood samples were collected and
cell blood count and serum iron were measured in a reliable
laboratory. The level that has been considered as a margin of
anemia and normal state was 40 mcg/dl for all of the patients.
The patients were randomly divided into train and test
groups. The data of 149 patients was used to train the
models. The remainder of the whole patients (54 cases), was
used to test the models.

Effective variables

In a preliminary statistical study, among the information
provided from patient’s blood test, those patch of data who
had the most effect on blood iron were denoted (Table 1).
These laboratory data were used as inputs of the models.
These inputs were: Mean Cell Volume (MCV) (I1), Mean
Cell Hemoglobin (MCH) (12), Mean Cell Hemoglobin
Concentration (MCHC) (I3) and Hemoglobin (Hb) to Red
Blood Cell (RBC) ratio (I4). The outputs of the models
were supposed to be the presence (U=0) or absence (U=1)
of the IDA. Also, the ability of models to predict the serum
iron concentration was evaluated.

Artificial neural network analysis

Several reviews on ANN have been published recently [8—
16]. In order to design the ANN, we used the Neural
Network Toolbox of the MATLAB 7 software. The ANN
used in this study was a standard back-propagation neural
network with three layers: an input layer, a hidden layer and
an output layer. The input, hidden, and output layers
contained four, 15 and one neurons, respectively. We
determined the number of the network layers, hidden
neurons and the stopping criteria via trial-and-errors
process, because no commonly accepted theory exists for
determining the optimum number of neurons in the hidden
layer [17, 18]. Generally, the transfer functions are

sigmoidal, hyperbolic tangent, or linear function, of which
the sigmoidal function is the most widely used [19]. In this
study the tansig and purelin functions were used for hidden
layers and output layer respectively. We used the function
newff to create the network object in training feed forward
network and the Levenberg—Marquardt (trainlm) algorithm
to train the back-propagation network. To simplify the
problem for the network, we preprocessed the input and
target values and mapped them in to the interval [1,—1]. The
ANN was trained 1500 times (epochs). It takes less than
1 min. The mean standard error was 2.46203e-09.

ANFIS analysis

To predict the IDA, we developed an ANFIS model using
MATLAB 7 software (fuzzy logic toolbox-ANFIS editor
GUI). Training and testing datasets were the same as those
used in ANN models. The number of input membership
functions (MF) in this model was four, for each input. The
MF type for input and output was psigmf and linear
respectively. The model was trained 40 times (epochs) in
Hybrid method. It takes about 7 min with a Pentium IV PC
computer, having 2.6 Giga Hz CPU. The average testing
error was 0.24269.

Logistic and linear regression analysis

Logistic regression and linear regression models were
developed using SPSS for Windows 18.0 (SPSS Inc). For
training and testing the models, we used datasets the same
as those used in two other models.

Comparison of the models

The testing set was entered to all three models (ANN,
ANFIS and Logistic Regression) as inputs and the
diagnosis of IDA was assessed as an output. Accuracy
(the number of correct predictions divided by total
predictions), sensitivity, specificity, positive predictive
value (PPV), negative predictive value (NPV), likelihood

Table 1 The distribution of the

dataset between patients whit Presence of iron deficiency anemia Absence of Iron Deficiency Anemia p value

absence or presence of Iron

Deficiency Anemia RBC 3.74(1.11) 3.69(0.78) 0.404
Hb 10.08(2.40) 10.51(2.08) 0.702
HCT 32.06(7.58) 30.91(6.06) 0.968
MCV 87.76(8.23) 89.87(7.22) 0.015
MCH 27.88(3.07) 28.52(2.55) 0.009
MCHC 31.74(1.47) 60.26(1.43) 0.024
Hb/RBC 2.79(0.31) 2.85(0.25) 0.009
Age 55.8(17.78) 53.6(19.11) 0.511

Data are mean (SD)
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Table 2 The characteristics of patients: comparison of training and
testing sets

Training set(n=149)  Testing set(n=54)

Iron Deficiency Anemia 30(20%) 31(57%)
MCV 89.26(7.43) 89.17(8.04)
MCH 28.44(2.67) 28.03(2.88)
MCHC 31.84(1.40) 31.44(1.51)
Hb/RBC 2.85(0.27) 2.80(0.29)

Data are mean (SD) or numbers (percentage), /DA Iron Deficiency
Anemia

ratio positive (LR+) and likelihood ratio negative (LR—) of
these models were calculated. The ROC curves could measure
the discriminating power of these diagnosis models [20]. The
ROC curve shows the tradeoff between sensitivity and
specificity (any increase in sensitivity will be accompanied
by a decrease in specificity). Discriminatory power is measured
by AUC, which is a particularly important metric for
evaluating prediction tools because it is the average sensitivity
over all possible specificities. AUC may range from 0 to 1,
with area of 1.0 representing perfect discrimination and an area
of 0.5 representing what is expected by chance alone [20].

To assess the blood iron magnitude as a result of ANN
model, we calculated mean absolute error (MAE), mean
absolute percentage error (MAPE), root mean square error
(RMSE), and R-squared (R?). Also, we developed a linear
regression model, as a classic test, and compared it with
ANN results.

Results

In this research, 203 patients were studied. 149 patients
allocated at random to the training set and the remaining 54
to the testing set (Table 2). The ANN was able to diagnose

Table 3 The ANN (Artificial Neural Network), ANFIS (Adaptive
Neuro-Fuzzy Inference System) and logistic regression performance to
diagnose IDA (Iron Deficiency Anemia)

IDA Total
Presence Absence
(N=31) (N=23)
ANN Positive 30 1 31
Negative 1 22 23
ANFIS Positive 27 1 28
Negative 4 22 26
Logistic Regression Positive 29 18 47
Negative 2 5 7

Table 4 Comparison of predictive performance of ANN (artificial
neural network), ANFIS (Adaptive Neuro-Fuzzy Inference System),
logistic regression to diagnose IDA (Iron Deficiency Anemia)

ANN Logistic Regression ANFIS
Accuracy (%) 96.29 62.96 90.74
Sensitivity (%) 96.8 93.5 87.1
Specificity (%) 95.6 21.7 95.6
PPV (%) 96.7 61.7 96.4
NPV (%) 95.6 71.4 84.6
LR+ 22 1.19 19.8
LR— 0.03 0.3 0.13

PPV positive predictive value, NPV negative predictive value, LR+
likelihood ratio positive, LR— likelihood ratio negative

the IDA and also the absence of IDA with the accuracy of
97% for patients with IDA and 96% for patient without it.
The accuracy of logistic regression model for this diagnosis
is 93% for patients with IDA and 22% for patients without
IDA. These results were 87% and 95% respectively for the
ANFIS model. Table 3 shows the ANN, logistic regression
and ANFIS performance in diagnosing the presence or
absence of IDA in patients. Some predictive performance
indices as sensitivity, specificity, PPV, NPV, LR+, LR—, and
AUC are compared among ANN, logistic regression and
ANFIS models in Table 4. Figure 1 represents the ROC
curves for these three models. Results of the comparison of
the ROC curves between three models are shown in Table 5.
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Fig. 1 Comparison of ROC (receiver operating characteristic) curves

to diagnose IDA (Iron Deficiency Anemia). ANN, artificial neural
network; ANFIS, Adaptive Neuro-Fuzzy Inference System

@ Springer



2060

J Med Syst (2012) 36:2057-2061

Table 5 Comparison of ROC (Receiver Operating Characteristic)
curves to diagnose IDA (Iron Deficiency Anemia)

AUC Standard 95% confidence p value
error interval
ANN 0982  0.019 0.000-1.000  <0.00001
ANFIS 0.954  0.033 0.000-1.000  <0.00001
Logistic Regression 0.691  0.073 0.549-0.834 0.017

ANN, artificial neural network; ANFIS, Adaptive Neuro-Fuzzy
Inference System; AUC, area under the ROC curve

For predicting the serum iron level, the mean and
standard deviation of ANN and real outputs were
50.8518+36.07 and 50.8412+36.06, respectively. Table 6
shows mean absolute error (MAE), mean absolute per-
centage error (MAPE), root mean square error (RMSE),
and R-squared (R?) for the predicted values of the blood
iron level for the ANN model in comparison with linear
regression model.

Discussion

In this study, based entirely on routine and inexpensive
laboratory data, we developed ANN, ANFIS and Logistic
Regression models in order to diagnose IDA in patients.
Also we tested ANN and linear regression for predicting the
serum iron level in patients.

In designing the ANN, we used accessible variables that
were not directly diagnostic of IDA. For validating the ANN,
we used testing data which were not used for training.

The AUC is a measure of a model’s discriminatory
power. According to the observation by Swets et al. [21], an
AUC of >0.7 is diagnostically useful. The ANN model
significantly outperform the logistic regression model
(AUC=0.982 vs. 0.691, p<0.00001) in the testing set.
The ANN model also has better simultaneous sensitivity
and specificity than both ANFIS and logistic regression
models. As it shown in Table 6, linear regression has
remarkable error. The ANFIS model can predict the IDA
with high accuracy, but it is not a preferable model to
predict the exact values of iron magnitude. The basic
structure of the ANFIS is a model that maps input
characteristics to input membership functions, input mem-
bership function to rules, rules to a set of output character-
istics, output characteristics to output membership
functions, and the output membership function to a single-
valued output or a decision associated with the output. The
if-then rule statements of this model are used to formulate
the conditional statements that comprise fuzzy logic.
Although these rules are powerful in distinguishing
categorized variables with a good accuracy, they cannot
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predict accurate amounts of continuous variables. A neural
network approach is also preferable in that ANNs are model
independent and flexible in being able to use mixes of
categorical and continuous variables. ANNs also have the
advantage that they can learn to anticipate arbitrarily
complex nonlinear relationships between independent and
dependent variables by including more processing elements
in the hidden layer or more hidden layers in the ANN.
These advantages make the ANN a more robust paradigm
for application to a real-world setting [17, 22].

The real-time use of the ANN is not difficult. The
number of hospitals that have an electronic medical record
is growing rapidly [19]. On the other hand, the ferritin and
iron serum are not available in all hospitals. The data used
by our ANN is the standard information routinely collected
in a simple blood test. Once trained, the ANN could reside
in the background of the clinical information systems. Once
entered into the electronic record, these data could then be
used by the ANN to generate the probability of the
predicted outcome. All conventional statistical models such
as regression-based models presume that the data is linear;
however, most biological data are nonlinear [6]. Neural
networks-based models are more suited for pattern recog-
nition in multidimensional nonlinear interactions [23].
ANN accuracy could also be continuously improved over
time because it can constantly be retrained as more patients
are accumulated. ANN models are dynamic and continue to
learn each time a new patient’s data are entered [6]; in
contrast, a logistic regression model is not dynamic in that
the derivation cohort for most models would not change
over time. Portability will be a critical factor to the future
use of the ANN in this setting [24].

Overall, using the routine laboratory data, the designed
model was able to diagnose the IDA in patients. This model
is a novel high accuracy, non-invasive, inexpensive, and
rapid method, which can be used clinically.

There are a number of limitations to this study that need
to be addressed. First, the ANN was not tested clinically. It
is not clear how hematologists will respond to the ANN
results. Second, this study was conducted at a single
institution. These findings must be corroborated on patients
from multiple locations.

Table 6 ANN (Artificial Neural Network) accuracy to predict the
serum iron level in comparison with linear regression

MAE MAPE  RMSE R’
ANN model 0.022 230.115 0.136 0.93
Linear Regression Model 7.042 12.401 9.175 0.092

ANN artificial neural networks, MAE mean absolute error, MAPE
mean absolute percentage error, RMSE root mean square error, R’
determination coefficient
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